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1 Internship context and objectives

Generative models and transformer models based on attention mechanisms have recently gained
significant popularity. The success of the paper ”Attention is All You Need” [1] was a true harbinger
of the new era of deep learning. Our current work, as part of a CIFRE thesis with BPCE1 [2], has
highlighted the importance of combining attention mechanisms with adaptive learning methods
for encoding tabular data. We have also explored the use of conditional generative models for
encoding multivariate time series, as part of a second CIFRE thesis with SAFRAN2 [3].

In the literature, there are methods like VirTex [4], CLIP [5], and GPT-4 [6] that propose a
solution for representing multimodal data but use different encoders to extract information from
the image and text before finding a common projection space. These considerations are part of
the issues addressed in this internship subject. We are thus studying the contribution of attention
mechanisms in the processing of multimodal medical data. This internship will be carried out as
part of the IHU PROMETHEUS project. One technique for addressing multimodality is to act at
the encoding level by proposing a single universal encoder capable of representing all the modalities.
The encoder must find a latent space where similar data (text-text, image-image, text-image) are
represented with similar vectors (in terms of similarity measure, e.g., cosine similarity).

Clustering is an unsupervised learning method that seeks to partition data into groups such
that elements of the same group are similar while elements of different groups are dissimilar. Given
a data matrix where rows represent observations and columns represent variables, co-clustering
[7] infers a row partition and a column partition simultaneously. The resulting partition is com-
posed of homogeneous blocks. When a dataset exhibits a dual structure between observations and
variables, co-clustering outperforms conventional clustering algorithms, which only infers a row
partition without considering the relationships between observations and variables. Co-clustering
is a powerful data mining tool for two-dimensional data and is widely applied in bioinformatics
[8]. Another internship objective is then to apply clustering and/or co-clustering algorithms for
these processed data. For example, in gene expression data, co-clustering simultaneously clusters
samples and genes, revealing groups of highly correlated genes with distinct correlation structures
among different sets of individuals, such as between disease and healthy individuals or different
types of disease. This may allow to identify which genes are responsible for some diseases.
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Recent approaches combine clustering methods with deep neural networks to perform the fea-
ture extraction step, which has shown a remarkable performance improvement. The deep clustering
methods can be divided into two categories: Two-stage methods that first perform representation
learning using deep neural networks, such as autoencoders [9]. Then, a clustering algorithm is
applied to the learned representation. The second category considers this separation, and recent
works [10, 11, 12] proposed methods based on a unified framework that jointly learn deep represen-
tations and clusters. The last objective of the internship is to develop models that simultaneously
perform feature extraction and clustering of multimodal data.

2 Internship plan

The research directions might be (but not restricted to):

• Study the current state-of-the-art on representation learning and clustering of multimodal
data with a focus on medical data.

• Study the current state-of-the-art on deep clustering.

• Propose a framework that combines feature extraction and clustering of multimodal medical
data (separately).

• Propose a framework that unifies feature extraction and clustering of multimodal medical
data (simultaneously).

• Scientific publication in international ML and/or Medical conferences.

Prerequisites and competence

• End of engineering degree, M2 in data science, statistics and/or artificial intelligence.

• Excellent experience in programming, especially with Python, Tensorflow, and scikit-learn.

• Big interest in and excellent understanding of machine and deep learning theory and appli-
cations.

• Excellent writing skills.

To apply, simply attach:

• Your current Curriculum Vitae (CV),

• A portfolio of projects, if any,

• Your motivation for the position,

• Your latest university transcripts.

Send it all by email to mlresearch.internship@gmail.com
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3 Supervisors team

• Hanane Azzag, LIPN, CNRS UMR 7030, Université Sorbonne Paris Nord

• Reda Khoufache, DAVID Lab, UVSQ, Université Paris-Saclay/LIPN, CNRS UMR 7030,
Université Sorbonne Paris Nord

• Mustapha Lebbah, DAVID Lab, UVSQ, Université Paris- Saclay

The internship may lead to a PHD position.
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