Internship offer: Deep Generative Models for the
Joint Analysis of Networks and Continuous data

Supervisors and location

e Teams: INRTA MASSAT (Sophia-Antipolis), LMBP (UCA)
e Supervisors: Marco Corneli, Charles Bouveyron, Pierre Latouche

e Location: Centre INRIA Université Cote d’Azur, 2004 Rte des Lucioles, 06902 Sophia- Antipolis

Contacts

marco.corneli@inria.fr, charles.bouveyron@inria.fr, pierre.latouche@math.cnrs.fr

Context

Since the seminal approach on variational graph auto-encoders of Kipf and Welling [KW16], graph neu-
ral networks (GNN, [SGT'08]) and more specifically graph convolution networks (GCN, [CWH™"20]),
are now widely used in the unsupervised context, for network analysis. The deep latent variable mod-
els (DLVM) based strategies are usually used to build node embeddings characterizing the network
topology. The supervision team for this internship has been working on networks using computational
statistics and machine learning for the last 10 years. Applications of their work in this context to
analyze social networks have recieved strong attention during the last French presidential election,
with four papers written in LeMonde journal, two in front page, two days in a row.

Project

Existing deep latent variable models (DLVM ), relying on graph neural networks (GNN), are specifically
designed to analyze network topologies. Covariate variables can also be handled on vertices or edges.
However, these extra sources of information are usually seen as given, such that no probabilistic model
is used to characterize their distribution. In a predictive perspective, this regression context might
be sufficient. For existing techniques, clusters of nodes can then be regarded as tools to explain the
residual terms. However, in the unsupervised framework, where interpretability is key, this might
strongly affect the quality of the clusters uncovered. Conversely, the extra sources of data should be
encompassed in a larger probabilistic model, such that all sources are used for inference and to uncover
meaningful clusters. The principal motivation for this task comes from the fact that a great deal of
communication involves data such as images. So, the DLVM models should be extended as well as the
inference procedure to deal with multiple sources of data on the edges and on the vertices. A principal
approach consists in relying on pre-trained deep neural networks (DNN) to obtain continuous features
from the images. Strategies based on generative adversarial networks for images [BJV17] can be used
for instance. The set of features should then be seen as an extra source of data in high dimension. In
order to better capture the relevant information present in the data, a series of model based methods
will be considered. The mixture of factor analysers [MPO0O] as well as the Fisher EM algorithm [JBL21],
and the recent infinite mixture of infinite factor [MVG20], are obvious techniques to be investigated.
The goal is then to propose a new probabilistic model encapsulating GNN as well as one of the model
based methods retained for high dimensional data. Clusters should explain both the construction of
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the network as well as the nature of the images exchanged. Variational techniques will be used to
perform inference using approximated versions of the marginal likelihood.

Objectives

The new methods proposed will strongly improve the existing methods for social network analysis.
They will also be key to detect the spread of fake news.

Expected skills

The candidate should be a master 2 student in a statistics / machine learning program, with a strong
background in mathematics and computer science.
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